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Methodology of Extracting Sea Ice Motion Vectors

from Geostationary Meteorological Satellite Data

MATSUMOTO Takanori ' and IMAI Takahito 2

Abstract

The Japan Meteorological Agency monitors sea ice in the Sea of Okhotsk every winter using a

Geostationary Meteorological Satellite (GMS).

There are not many observations on wind, sea surface currents and tidal waves on a local space-

time scale that can be used to estimate sea ice motion. Therefore, using satellite data is an effective

way of measuring sea ice motion.

This paper mentions the scheme of Sea Ice Motion Vector calculations from GMS and the
elimination of other motion vectors, treating them as noise. By the thresholds of two statistical values,
almost all the effects from other motion vectors are eliminated.

This paper is a review of Matsumoto 2000 and 2003. The scheme used in the research has been used

in the Meteorological Satellite Center since January 2007. A newly defined value R;; is used to

confirm the width of the template, and the aim of this paper is to explain the extraction of sea ice

motion vectors.

1 Introduction

The Japan Meteorological Agency (JMA) issues sea
ice information in the Sea of Okhotsk every winter
from December to May. Sea ice analysis charts and
sea ice forecasts are included in this sea ice
information. Monitoring sea ice and forecasting its
movements are very important for socio-economic
activities, because in some cases, sea ice obstructs
shipping or damages marine products and fishery
facilities. Changes in the sea ice condition depend on
the sea ice motion generated by wind and sea surface
currents. Therefore, sea ice motion vectors are one of
the necessary components of JMA’s sea ice
information. But there are not many observations of
sea ice motion that have measured it qualitatively

from ships and coastal stations.

On the contrary, there are many satellites that can
observe sea ice from space. To measure sea ice, which
is distributed on the sea in a wide area, satellite data
are useful.

Usually, sea ice exists in polar regions which
geostationary satellites cannot observe and only data
from polar orbit satellites is available. Polar orbit
satellites with microwave sensors are useful for sea
ice observation because they can detect sea ice even
through clouds. The spatial resolution of such
microwave sensors is at most 12 km and the time
interval between observations is about 12 hours.

Because the Sea of Okhotsk is the southernmost
area in which sea ice appears widely, data of JMA
GMS series at 140E longitude are also useful. The
spatial resolution of the sensors on JMA GMS is

shown in Table 1. The resolution of the infrared
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channel data in GMS is coarser than that of the visible
channel data. The resolution of visible channel data in
GMS around the Sea of Okhotsk is about 1.5 km.
Therefore, the visible images of GMS have the
advantage that they allow observations to be made in
short intervals of time and on a small scale.

Sea ice motion is observed by tracking a target ice
floe or lead in an ice field. When tracking the target on
a satellite image, the cross correlation method is the
standard method for deriving sea ice motion (Emery
et al., 1995). This is also used for atmospheric motion
vector (AMV) product, which is derived from the
motion of cloud and water vapor patterns on satellite
images.

Since sea ice moves slower than clouds, a longer
time interval is needed to calculate sea ice motion
compared with calculating cloud motion. On the
contrary, using images taken at longer time intervals
means the effects of clouds increase. Therefore, in this
paper, the time interval to calculate sea ice motion
vector is set at two hours. To extract sea ice motion

from GMS data, it is necessary to remove the data of

motions that are not tracing sea ice. And, targets
which have a subgrid scale displacement cannot be
traced. Because of the characteristics of visible and
infrared channels, sea ice under clouds cannot be
observed. In the winter, convective cloud cells are
generated all over the Sea of Okhotsk simultaneously.
These cloud cells prevent us from recognizing sea ice
from GMS data.

This paper mentions a method to get sea ice motion
vectors from GMS visible images. Section 2 explains
the maximal cross correlation method and the setting
of the size of template and search areas. In section 3,
two statistic values “entropy” and “value of uniformity
in direction” are introduced as a quality check of
derived vectors to remove those vectors that do not
trace sea ice. Entropy is a measure of the uncertainty
associated with random variables. In communication
theory, entropy is defined as the degradation of a
digital signal as it travels through a data
telecommunication line (Shannon, 1948). But in image
analysis, entropy is used to represent the randomness

of the values of pixels in an image.

Table 1. Specifications of the sensors on geostationary meteorological satellites used in the Japan

Meteorological Agency.
Satellite WTSAT-1R GOES-4 GM3-5 MTSAT-2
Inazer JEMI Imazer VISER Inazer
Operation 28 Jun. 2005 to present 22 May 2004 to 13 Junm. 1935 to {2010 to 2015)
(West Pacific) 28 Jun. 2005 I Maw 2004
Geo. Position 140E 165E 140E 145E
Raw Data Format HRIT GVAR YI3ER HRIT
Mumber of channel b b 4 b
Band Pavelenzth hoocuracy Wavelength | dcouracy | Wavelenzth Becuracy Wavel ength Acouracy
{em) {am) () {amd
YIS(Wisible) 0.55-0.90 | 6.55NR@2.5% | 0.55-0.75 (ha) 0.55-0.9 | 6.53NR@2.5% | 0.55-0.80 | 6.5SNRE3OOK
IRTCIR window 13 10.3-11.3 0. 18RI 00K 10.2-11.2 | 0.118300K | 10.5-0.9 0. 35E300K 10.3-11.3 0.11@300K
IRZCIR window 20 11.6-12.5 0. 18B3 00K 11.5-12.5 | 0.148300K | 11.5-12.5 0. 36R300K 11.6-12.5 0. 2@300K
IR3 () B.5-7.0 0. 1583 00K B.6-7.0 0.03®300K B.5-7.0 0.220300K B.5-7.0 0.12@300K
IR4(SWIR) 3.5-4.0 0. 18B3 00K 3.8-4.0 (ha) 3.5-4.0 0.0888300K
Spatial resalution WIS: tkm YIS 1km YISz 1.258km VIS: 1km
at nadir IR1-4: dkm IR1.2.4: 4km.IR3: Bkm IR1-3: Bkm IRT1-4: dkm
Mum. of quantization Y13 1024 ¥IS: 1024 YIS 64 WIZ: 1024
levels IR: 1024 IR: 1024 IR: 256 IR: 1024
Obzerving freguency Full disk: 24 Full disk: 24 thourly) | Full disk: 24 (hourly) Full disk: 24
{time/day) Half diski24{M.H.) 4 (wind) 4 {wind) Half disk:iZ4(N.H.}
8 (5.H.) Half disk: 13 8 (3.H.)
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2 Tracking of Sea Ice Motion

2.1 Maximal Cross Correlation Method

Figure 1 outlines the cross correlation method. The
maximal cross correlation method uses two
temporally successive images. In the earlier time
image, select a rectangular-shaped reference of the
object to trace, which is called a template.

From the later time image, select the search area
with the same center as the template, where
characteristics similar to those of the template are
searched. Select a template of a set of pixels of the

image as:
X = {.'E(_t’_t), ceey "E(t,t)} (21)
where L(i,j) is a pixel value of the albedo and the

center of the template is translated to (0,0). And select

the same shaped set in the search area as:

Select the
pixels of
the same
latitude and
longitude §

%505 2008%F 1A

Yipg) = U tp—trq) o Ytrptrag)} (2.2)

where (p, ¢) is the center of Y(;q). Then, the cross

correlation coefficient is defined as follows:

Cor(X, Y(p,q))

t t

oD (g — mX)) Yeprigr) —mYpg)

j=—ti=—t

J Z Z (i) — m(X))2$ Z Z Wptigrs) — mYpg))?
j=—ti=—t Jj=—ti=-t
(2.3)

1
where m(X) := (2t-|——1)2 Zm(i,j) )
i,j

1
mYoa) = Gy > Ypriats)
%)

and —(s—t—1)<p,g<s—t—1.

Figure 1. Brief overview of the cross correlation method. Select the reference set of pixels in the image taken at

the earlier time and identify the set of pixels with the reference set of pixels by the cross correlation method.

The blue rectangle represents the location of the template. The red rectangle represents the identified set of

pixels in the search area.
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For 11 x 11 the template and 31 x 31 the search
area, t = 5, s = 15 and —10 < p,q £ 10, here
(2s 4+ 1)? is the size of the search area. The identified
rectangular-shaped set of pixels is selected by the
maximality of the cross correlation coefficient in the
search area.

And, when (p, ¢') is the center of the identified
rectangle, the velocity of sea ice motion is calculated
as (p',q). The displacement counted by the number
of pixels is converted into the real velocity in terms of
the location of the center of the template.

The value of the cross correlation coefficient (2.3) is
invariant under the transformation X — aX + b and
we can identify images that have uniformly different
brightness temperatures in the entire region of the
compared images (Johnson and Leone 1964,
Matsumoto 2000). This is important when using visible
images taken at long intervals because the reflection

of sunlight depends on the solar zenith angle.

2.2 Size of template and search area

In Figure 1, the size of the template is selected as
the width of 11 x 11 pixels. About half of the
example template is made up of sea ice pixels and the
other half is made up of lead pixels. Here, lead means
the gap between the ice floes. Sea ice in the Sea of
Okhotsk is generated and developed in the winter. As
sea ice develops, the leads in the ice field are formed
by the effects of wind and sea surface currents.

The leads and ice floes separated by the leads are
recognized as the tracers of sea ice motion derivation
by cross correlation coefficients.

The proportion of sea ice in the template is
important for selecting the size of the template. When
the size of lead is large, the number of pixels of sea ice
decreases in the template. In this case the pixels of
sea ice are recognized as noise. Therefore, it is

necessary to select a size of template that is at least

the width of 11 x 11 pixels, for recognizing a lead
slightly larger than this size as the tracer of sea ice,
too.

For example, consider the deformation of cross

correlation coefficients as follows:

ox 1 t ¢
(X V)= 2>y - 5 (X,Y).
CO7( ’ ) oy + (2t+ 1)angyj;t l:Z_tR ,]( (24))

Here,
Rij(X,Y) = (i) — 76,5) (% —m(X)), (2.5)

where X is the template and Y is the identified
image.

ox andoy are the standard deviations of the dataset
X and Y, respectively. These equations are deformed
from the result in the appendix to the notation of the pair
of indices (i,j). Ri; indicates the contribution of a
pixel to the cross correlation coefficient, and the
distribution of it is shown in Figure 2. From Figure 2(c), it
is clear that the sea ice area and lead area are
distinguished remarkably, which suggests that the lead
area makes a high contribution to the value of the cross
correlation coefficient in this case. From this Figure, a
template of this size is good to trace a sea ice lead of this
size and the lead is recognized as a good tracer of sea ice.
Every winter a lead of this size appears in this region.
This region is located on the east side of Sakhalin. And,
this size of lead is relatively large in the Sea of Okhotsk. If
the size of the template is larger, the fine structure of sea
ice cannot be detected. And, an adequate size for the
template is near the width of 11 x 11 pixels.

The velocity of sea ice is about 0.6m/s. The
displacement of sea ice in two hours is calculated as
about 5 pixels. Therefore, the size of the search area is
selected as the width of 31 x 31 pixels (Kimura and
Wakatsuchi 2001, Matsumoto 2000), in consideration

of the velocity of over this value.
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Figure 2. Example of template, identified set of pixels in search area and the value of Ri,j(X,Y).

2.3 Characteristics of derived vectors

Figure 3 shows the example of derived vector
distribution. In the sea ice region (a), the derived vectors
have a uniform direction. On the contrary, in the sea
region (b), the derived vectors have random directions.
By this difference of distribution of vectors, the area of
sea ice can be separated from other areas. We introduce
statistical values of entropy and uniformity in the
directions to evaluate the difference. They are discussed
in the next section.

If the final point cannot be detected in a relatively
large area, the vector field in it should be a random
vector field (Matsumoto, 2000, Ninnis et al., 1986).
When the object moves beyond the search area, the
maximal point of cross correlation coefficient is one
of the spurious correlation peaks. These peaks are
thought to be calculated by the fluctuations of satellite
data.

3 Statistical values for extracting sea ice

motion vector

To extract sea ice motion, two statistical values are

introduced in this section.

To calculate statistical values evaluating the
uniformity of vector distribution, a dataset of vector
fields that is as dense as possible is needed.

The motion vector is calculated on every pixel in
the image. Then the statistical values are calculated
with the dataset of vectors contained in the finite area.

The width 9 X 9 of pixels is used in the definition of
statistical values. The reason for setting the width of
calculating area of statistical values is mentioned in the
following section. We need to tune the size of the finite

area by scale analysis of the sea ice physics, in future.

3.1 Entropy method
3.1.1 Definition of entropy
In usual image analysis, entropy is defined as the

equation
S(X) = =3 P(Xi)log{P(Xy)}, (3.6)

where 7 denotes the index of brightness temperature and
the P(X;) is the proportion of pixel number to
brightness temperature index ¢ in the event of
brightness temperature X = {X1, Xo,...,X,} .
Here, X; represents the event of the set of pixel value ;

in calculating area of entropy, and 0 x log(0) =0 .
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Figure 3. Example of motion vector field calculated from geostationary meteorological satellite 5 on

February 24, 1999.

To define vector entropy, X is redefined as the
calculating area of vector entropy as the set of sea ice
motion vectors in a calculation width, and the center
of X is transformed to (0,0). J is defined as the set
of the pair of indices of X , that is,

I={(i,§): —4 <i,j <4} 37

V is defined 9 x 9 as the set of all vectors in X ,
that is,

I (p,q) 1s defined as the set of the pair of indices, of
which the velocity of east and west component is P,
and that of north and south component is ¢ , that is,

I(p,q) = {(7’;]) el: v(i,j) = (pa q)a =15 < b,q < ]-5} (39)

A(I (p,q)) is defined as the number of the elements in
Iipq) -

Then, the proportion P(I(p,q)) of I(p,q) in [ is
defined as follows:

P(Ipg) = — = (3.10)

Using these definitions, the entropy of the
distribution of vectors is defined in the same way as in

the entropy of pixel values as follows:

S(V) == Py log{P(Ipg)} (311
g
If there are many same vectors in a finite area, entropy
has a small value.
Examples of calculations are shown in following
subsection.

However, it is not enough to use only entropy to
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extract sea ice region because entropy doesnlt take
into account the quantity of vector uniformity.
For example, the following two cases (a) and (b)

have the same entropy.

8
(a) P(I(l 1)) = 9’ P(—’(m)) = 9
) . 3.12)
P(I(l,j)) 0, (i#1, j#12).
8 1
(b) P(I(1 ) 9 (Ia1,4)) 9 513)
P(I('L,j))zov (17&17 ]751,4)

However (a) is more uniform than (b) obviously,
because vector (1,1) is more similar to vector (1, 2)
than vector (1,4). To evaluate the quantity of vector
uniformity, the value of uniformity in a direction is

introduced in next section.

3.1.2 Examples of calculation

First, calculate the ordinary entropy. Figure 4 shows
the distribution of pixel values in 5 X 5 calculating
the area. If the pixel values are all different from the
other pixel values as in Figure 4(a), the value of

entropy takes the highest values:

S(X)==> —log(=) = log(25) (3.14)

1 (16(19]20]|24
1823|2221
1411512517 |12
6|7 |13[10] 9
34|95 |11 8

(a) All pixels have different

values.
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On the contrary, if each pixel takes the same value,

the entropy is zero:

—Y 1 xlog(1) = 0. (3.15)
i—1

For example, with the distribution of pixels as in

Figure4 (b), the entropy is calculated as follows:

S(X)=—>_ Pilog(P,

7T 7T 6. 6 4
= —2—5109(2—5) - %109(%) — 2—5l og( 5)
1 1. 7. 7
— loa(—) — —loa(—
25109(55) — g5loa(5p) (3.16)

=log(25) — %5(14109(7) + 6log(6) + 4log(4)).
3.17)

In almost the same way as calculating one-
dimensional entropy, the entropy of vectors in Figure

5 is calculated as follows:

7 10 10 5 3

S(V) =~ olog(oe) — saloglae) — oxlog(ar) — ~log(or)

1
=log(25) — 2—5(7log( ) + 10log(10) + 5log(5) + 3log(3))

(3.18)

2 12|1(2]2
14115 1 20| 20
1411 (1414 1
112(20]|20]20

(b) Pixels have above
values.

Figure 4. Examples of entropy calculation of pixel values.
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3.2 Value of uniformity in direction
3.2.1 Definition of uniformity in direction

As is shown in the appendix, first of all calculate the
value of uniformity in direction for non-zero vectors
(Matsumoto, 2003). Define the set of vectors in the

calculating area as follows:
Vo = {vg) : vy = (0,0)}, (3.19)
‘/OC = {U(l’]) . v(i,j) # (0,0)} (320)

And define the sets of indices corresponding to the

sets 1V and (Eq. (039)) as follows:
Io == {(i,j) € I : vy € Vo, (3.21)
I = {(i,j) € I : v € W'} (3.22)

Then,

> vy

(i.§)€lo® (3.23)

> Jaa|

(&,5)€lo”

D(V®) =

D(V;)°) takes the maximum value of 1 when all
vectors have an identical direction.

Here, the set of zero vectors does not contribute to
this value, because D(V') for the set of whole vectors

D(V) is calculated as follows:

2 et D D U0
D(V) = (4,5)€lo (i.5)€lo _ 1Ggpel
> ’”(m’)\Jr > U(m)‘ > v(i,j>\+0
(i) €lo° (i.d)€lo (i) €lo°
)Z Vig)
(i) Elo®
== =DM
> ”(m‘)‘
(i,4)€lo®
(3.24)

Figure 5. Distribution of vectors for calculating entropy.
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Sea ice moves very slowly in contrast with wind. And
in many cases sea ice is stationary, or has a subgrid
scale displacement, because of the resolution of GMS.
Therefore, it is a good way to consider the set of zero
vectors derived from the cross correlation method as
the vectors of uniform direction. To treat zero vectors
that do not contribute to D(V'), the equation of the
uniformity in direction D(V') is defined as follows:

D(V) = (1— P(Io))D(Vo°) + P(Ip) x 1. (3.25)

3.2.2 Examples of calculation

For simplicity, the cases of three or four vectors are
shown.

When the three vectors are balanced for each

vi # 0 (Figure 6),

vi+ve+vg=0. (3.26)

Figure 6. Example of set of vectors (1/2).

%505 2008%F 1A

Therefore, D(V) = 0
When there are four vectors of balanced three

vectors and another one vector (Figure 7),

= V4|
D(V) = . 3.27
V) = e+ el v vl @27

When v; = v;vg for 1 =1,2,3,4,

D(V) _ |Vi+ v + v3 + vy
V| + [va| + [va] + |v4]
|v1Vo + V2V + V3V + V4Vo|
v1|vo| + va|vo| + vs|vo| + va|vo|
|(v1 + v2 4 v3 + va)vo|
(v1 4 v2 +v3 +v4)|vol

(3.28)

According to the increase of the area of zero vectors,
this value tends to 1. Therefore, this value would be
the index of the proportion of the vectors with the

same direction.

Figure 7. Example of set of vectors (2/2).
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3.2.3 Another calculation
Set u = (uy,uz) and vV = (v1,v2) , where u; >0

and v; > 0 . Then

(u1 + v1, u2 + v2)
Vur +01)2 + (ug + v9)?

em(u,v) =

(3.29)

Here,

[u| (eu, em) = (U, em(u,v)) = uq (uq 4+ v1) + ug(ug + o)
u; €m ,em(U, )

V(g + 1)+ (ug + v2)%
v (u1 + v1) + va(ug + vo)
Vi +v1)2+ (ug + v2)?’

lu+vl,

vl (ev,em) = (v,em(u,v)) =

(u,em(u,v)) + (v,em(u,v)) =

(3.30)
where ©m is the unit vector in the mean vector

direction. Here, u = |uley, . Therefore,

_ ~|u+v
D(u,v) = ol v (3.31)
Here, |u| = vVu12 + u9? . And the definition of

uniformity in direction is satisfied.

If u=(1,0) and v = (cosf,sinf), where -7 <0 <7,
u+v=(14cosf,sind)
\/2(cos € + 1) . Therefore,

then [uj=1, |[v|=1,

and [u+v| =

D(u, v) = /1 —1—5059' (3.32)

4 Extracting sea ice motion vectors

Figure 8 shows a flow chart to extract sea ice motion
vectors. First, prepare GMS visible data in the daytime.
Sea ice is recognized using visible data. Second, use the
cross correlation method to calculate sea ice motion
vectors, as mentioned in the previous section. Third, use
entropy and the value of uniformity in direction to extract
sea ice traced vectors as a quality check. Two statistical
values, entropy and the uniformity in direction are
calculated in an area with a width of 9 X 9 pixels.

To select the size of calculating area of statistical
values, the following five cases are possible: 5 X 5,
3x3,7x7,9%9 and 11 x 11, owing to the limit
of setting the system. The case in which the width is
3 x 3 is not used because there is an insufficient
quantity of information for the distribution of vectors.

The cases in which the widthis 5 x 5 and 7 x 7,

are not used, because there are a lot of pixels with

Clipping the area to calculate

Calculation of motion vectors

Cross Correlation
method

Quality
Check

A

Evaluation of motion vectors from
entropy and vector consistency

Extraction of sea ice
motion vectors

Figure 8. Vector extraction for flow of sea ice motion.
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small entropy in the sea area, in contrast with Figure
9. Figure 9 is an example of the distribution of
entropy, which is calculated when calculating areas
with a width of 9 x 9. If areas with a width of
11 x 11 are used, the smallest scale for distinguishing
sea ice is about 13.75 x 13.75km?, and phenomena
on a smaller scale than this resolution cannot be
recognized. Therefore, the size of the calculating area
of entropy is set at a widthof 9 x 9.

The width of the calculating area of the uniformity
in direction is set to the same size as that of entropy,
because the two values are comparable in terms of the
distribution of statistical values.

Figure 9 shows the distribution of entropy and
Figure 10 shows the value of uniformity in direction.
Entropy gets larger according to the width of the

calculating area because the vector field becomes

%505 2008%F 1A

more complicated as the size of the calculating area
increases. First, the threshold of entropy is set at 0.4
for extracting the vectors on sea ice only. Next, set the
threshold of entropy at 0.6 and that of the value of
uniformity in direction at 0.8 for the following reasons:
the threshold 0.6 of entropy is a slightly looser
restriction to extract sea ice motion, and the threshold
of uniformity in direction is selected as a value of 0.8
to add adequate sea ice motion vectors. And, these
thresholds are set not to extract the vectors in the sea
area. Figure 10 shows that the value of uniformity in
direction has some ambiguities, in contrast with the
entropy. This is why entropy is the main gauge for
extracting sea ice motion.

The area (a) and (b) in Figure 3 can be distinguished
by these statistical values. The derived vectors,

thinned out at 0.25 degree intervals, are plotted in

——

—

B T T T T T
00 02 04 06 08 10 1.2 1416 1.8 2.0

Figure 9. Distribution of entropy of Figure 2. The black area shows an entropy of more than 2.0.
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Figure 3. (a) is the area where the vectors have an
identical direction. On the other hand, (b) is the area
where vectors do not have identical directions.

Setting the entropy threshold at 0.6 and the value of
uniformity in direction threshold at 0.8, the sea ice
traced vectors are extracted as in Figure 11.

Figure 12 shows the number of extracted vectors in
cross correlation process (blue) and the number of
survived vectors in the QC process (red). This figure
shows the tendency of the calculated vectors in the
whole area in the Sea of Okhotsk. The blue line in
Figure 12 shows that the vectors are distributed in a
displacement from 5.0 to 15.0 pixels.

On the other hand, the velocity of sea ice is about
from 0 to 5 pixels per two hours (Kimura and
Wakatsuchi 2001). Therefore, the threshold of the
velocity to extract only sea ice motion cannot be
determined in this method. The result in Figure 13 is
comparable to the sea ice area analyzed in the sea ice

analysis chart issued by JMA.

From Figures 11 and 12, the vectors are recognized
to be distributed on the sea ice. Therefore, the derived

motion vectors reflect the motion of sea ice.

5 Conclusion

Entropy and uniformity in direction are used in the
quality check for the directive property of derived
motion vectors. With a time scale of 2 hours, the sea
ice motion vectors are calculated as the vectors of
spatially ordered. Here, only these characteristics of
sea ice motion vectors are treated. For this treatment,
it is important to determine where a good reference is.

On the contrary, sea ice motion in eddies and the
outflow of sea ice into the Pacific Ocean cannot be
extracted. To extract sea ice motion vectors in eddies,
it is necessary to investigate the other statistical
values for extracting vectors, selection of the size of

the template and the setting of thresholds, and so on.

Figure 10. Distribution of uniformity in direction of Figure 2.
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Figure 11. Extracted vector of sea ice motion from Figure 2.

The number of pixels
140000

120000 /\

N A

20000 / \ // \\
TN =~
N

01 02 03 04 05 068 07 08 p9 10 11 12 13 14 15
Displacement of the targets ( counted by pixel )

Figure 12. Distribution of the velocity of motion vectors. The blue line is the number of motion vectors. The red
line is the number of processed vectors. Fractions of pixels are rounded up and objects with 0 displacement are
included in the 01 level.
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Figure 13. Sea ice analysis chart for February 25, 1999.
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Appendix

A.1 Derivation of (2.4)

For simplicity, set the template of the image as the
.,Zn} and the identified
., Yn} (Figure 14).

set of pixels X = {x1,x9,..
set of pixels as Y = {y1, 4o, ..

Then, the equation of cross correlation coefficient is

(Appendix 33),
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where n is the dimension of the sequence of values
of pixels and m(X) = %;T . Figure 3 shows the order of
the sequence of the pixels.

The numerator of the cross correlation coefficient

(Appendix 33) can be deformed as follows,

+ (m(X) —=m(Y

i=1 (Appendix 34)

where o% = %Z(:u —m(X))?

i=1

1121.1.71.

| ] | | n

Figure 14. Order of sequence of pixels for
simplification of cross correlation coefficient
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Then

n

> (@i = m(X))(yi = m(Y))
Cor(X,Y) := =1

Jﬂ - m(X))QJ S (g = m(Y))?

=1

nox: —I—Z —z;)(zi — m(X))

noxoy
ox 1 n

s Z(yi — ;) (z; — m(X))

oy n-oxoy -

oxX 1 n
==+ —)> R(X)Y
O'Y+TL UXO'YZ ! )

(Appendix 35).
A.2 Derivation of (3.23)
For the set of nonzero vectors V = {v1,va,..., vy},
D(V) = ‘ E?Zl V'L|
Z] izl .
_ Dy V1|z (Appendix 36).
Z;‘L:I Vil > k=1 Vil
v Y W)
Z?:l [vill k=1 Vil
Using the averaged vector m(V) := %iv ,
i=1
22i-1 Vi (€, em)
. (Appendix 37)

2 iz Vil

Here, ©m is the unit vector of the direction of mean
vector, and Vi = v;€j. When m(V) = 0., the angle
between m (V) and each Vi cannot be defined. So in
awhile suppose m(V) #0.

ST il 1| K 1) are the proportion of the

number of (ej,em) for the total vectors. The

uniformity of direction D(V) is defined as follows:

n
Z’izl 'Ui < ei, em >

2t vl

D (V) = (Appendix 38).

Here,
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n n
n .
Y vi=n|m(V)lem = |D_ vilem. (Appendix 39). _D(V)::LZQELXJ_ (Appendix 41).
i=1 i=1 >oim1 |vil
So, This equation satisfies the case, m(V) =0
n n (Matsumoto, 2003). By using the angle 6" between
Numerator of D(V) = Z;Ui (ei, em) = <z;viei’ em> respective vectors €; and averaged unit vector
1= 1=

1 n
- em = r=w——7 2_Vi, is calculated as follows:
= n|m(V)| (em,em) = | E vil. 1YL vil 5
i=1

(Appendix 40). < €j,em >= |ei| - |em|cos(0]") = cos(0]").
And then, (Appendix 42).
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